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(57) ABSTRACT

Disclosed are a method and an apparatus for transmitting a
sparse signal, and a method and an apparatus for recovering
the sparse signal. The method for recovering a sparse signal
by using a sparse signal recovering device that recovers a
target signal from a received signal includes receiving a mea-
surement signal with a noise signal from a sparse signal
transmitting device which scans a target signal based on a
measurement matrix, performing a mutual update procedure
in which a likelihood probability is calculated by using a
posterior probability of the target signal based on a relation
between the target signal and the measurement signal, and the
posterior probability is updated by using the likelihood prob-
ability, and recovering the target signal by performing maxi-
mum a posterior estimation for a final posterior probability
output through the mutual update procedure.
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1
METHOD AND APPARATUS FOR
TRANSMITTING SPARSE SIGNAL, AND
METHOD AND APPARATUS FOR
RECOVERING SPARSE SIGNAL VIA BELIEF
PROPAGATION AND BAYESIAN
HYPOTHESIS TEST

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims the benefitunder 35 U.S.C. §119 of
Korean Patent Application No. 10-2011-0077836 filed on
Aug. 4, 2011 in the Korean Intellectual Property Office, the
entirety of which disclosure is incorporated herein by refer-
ence.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to a method and an apparatus
for transmitting a sparse signal, and a method and an appara-
tus for recovering the sparse signal via a belief propagation
and a Bayesian hypothesis test (BHT).

2. Description of the Related Art

When a signal length of a sparse signal is N, the sparse
signal includes K (N>>K) non-zero elements and (N-K) zero
elements. A compressed sensing scheme is a signal compress-
ing and processing scheme capable of significantly reducing
an amount of information of the sparse signal.

A transmitter generates a measurement signal y obtained
by compressing and sensing a target sparse signal X by using
a sensing matrix ® and transmits the measurement signal y. A
receiver finds the target sparse signal x having the minimum
non-zero elements among infinite solutions satisfying y=®x.
A method for recovering such a sparse signal is simply
expressed as shown in following equation. However, accord-
ing to the method for recovering the sparse signal, since ,Cx-
search operations are required in order to recover the target
signal x, complexity is exponentially increased if the values
of N and K are increased.

min||x|, s.t. y=0x—[P0] Equation
X

lxlly = {# of non-zero elements of x}

In addition, as schemes for recovering compressed mea-
surement signals, an OMP (Orthogonal Matching Pursuit)
scheme, an StOMP (Stagewise Orthogonal Matching Pur-
suit) scheme, and a chain pursuit scheme have been used.
However, the above schemes represent a low recovery suc-
cess rate, or are applicable to very sparse signals.

SUMMARY OF THE INVENTION

An objective of the present invention is to provide an appa-
ratus and a method for transmitting a sparse signal, and an
apparatus and a method for recovering the sparse signal, in
which a sparse target signal is compressed based on a sparse
sensing matrix and transmitted, a likelihood probability and a
posterior probability are iteratively updated via a belief
propagation, and a solution, in which the updated posterior
probability is maximized, is recovered as the sparse target
signal.

Another objective of the present invention is to provide an
apparatus and a method for recovering a sparse signal via a
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belief propagation and a Bayesian hypothesis test (BHT). In
other words, the objective of the present invention is to pro-
vide an apparatus and a method for recovering a sparse signal,
in which the recovering of the sparse signal is defined in terms
of probability through a maximum a posterior (MAP)
scheme, and the MAP scheme is performed by combination
of a support set detection part and a signal value estimation
part, so that the signal can be recovered.

In the following description, the support set of the signal
refers to a set of indexes of non-zero elements selected from
among signal elements.

In order to accomplish the objective according to one
aspect of the present invention, there is provided a method of
transmitting a sparse signal in a sparse signal transmitting
device. The method includes receiving a target signal, com-
pressing the target signal based on a sensing matrix having a
zero element and a non-zero element, and transferring a com-
pressed signal. The sensing matrix has a number of rows less
than a number of columns.

Inthe compressing of the target signal based on the sensing
matrix having the zero element and the non-zero element, the
target signal may be measured based on the sensing matrix, so
that a measurement signal having a length shorter than a
length of the target signal may be output.

The sensing matrix may include a predetermine number of
non-zero elements in each row.

According to another aspect of the present invention, there
is provided a method for recovering a sparse signal by using
a sparse signal recovering device that recovers a transmitted
signal from a received signal. The method includes receiving
a measurement signal from a sparse signal transmitting
device which measures a target signal based on a measure-
ment matrix and then transmits the target signal, performing
amutual update procedure in which a likelihood probability is
calculated by using a posterior probability of the target signal
based on a relation between the target signal and the measure-
ment signal, and the posterior probability is updated by using
the likelihood probability, and recovering the target signal by
dividing the recovery process into a signal support set detec-
tion part and a signal value estimation part using a maximum
a posterior probability acquired through the result of the
mutual update procedure The measurement signal includes a
noise signal. A support set of the signal refers to a set of
indexes of non-zero elements among signal elements.

The support set of the signal is detected via a belief propa-
gation and a Bayesian hypothesis test. In other words, the
posterior probability of the signal is calculated by iteratively
finding the likelihood probability and the posterior probabil-
ity under the assumption that information about the prior
probability is recognized via the belief propagation.

The support set of the signal is detected through the Baye-
sian hypothesis test based on the final posterior probability.
Next, the signal value estimation part selects elements of a
signal to be estimated based on the information about the
support set detected in the prior part.

The signal values of the selected elements are estimated by
a minimum mean square error estimator. Finally, the signal is
recovered by combining the information about the support set
and the estimated signal values.

In the performing of the mutual update procedure, the
mutual update procedure may be iterated by a predetermined
number of times, so that the posterior probability of the target
signal is calculated.

In the performing of the mutual update procedure, the
relation between the target signal and the measurement signal
may be set based on the measurement matrix, and probability
information corresponding to the target signal may be
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exchanged with probability information corresponding to the
measurement signal related to the target signal, thereby per-
forming the mutual update procedure.

In the performing of the mutual update procedure, the
relation between the target signal and the measurement sig-
nal, which is generated by adding the noise to a signal trans-
mitted from the sparse signal transmitting device, may be set
as a constraint condition, and the likelihood probability sat-
isfying the constraint condition may be calculated.

In the performing of the mutual update procedure, con-
straint probabilities, in which a plurality of measurement
signal elements related to the target signal satisty an appro-
priate condition of the constraint condition, may be calcu-
lated, and the likelihood probability may be calculated by
multiplying the constraint probabilities together.

In the performing of the mutual update procedure, the final
posterior probability may be calculated based on a prior prob-
ability of the target signal and the likelihood probability out-
put as a result of the mutual update procedure.

According to still another aspect of the present invention,
there is provided a method for recovering a sparse signal by
using a sparse signal recovering device that recovers a target
signal from a measurement signal with a noise signal. The
method includes exchanging probability information of tar-
get signal elements with probability information of measure-
ment signal elements related to the target signal elements by
a predetermined number of times to update the probability
information of the target and measurement signal elements,
calculating final posterior probabilities based on the probabil-
ity information of the measurement signal elements acquired
from an exchange result and prior probabilities of the target
signal elements, detecting a support set of a signal by using a
final posterior probability, and estimating values of signal
elements selected by using the support set through an MMSE
estimator.

In the updating of the probability information, a procedure,
in which the probability information of the target signal ele-
ments may be updated based on the probability information
of the measurement signal elements related to the target sig-
nal elements, and the probability information of the measure-
ment signal elements is updated based on the probability
information of the target signal elements related to the mea-
surement signal elements, may be iterated by a predetermined
number of times.

In the updating of the probability information, first prob-
ability information to be transferred from a first target signal
element to a plurality of measurement signal elements related
to the first target signal element may be calculated based on
probability information obtained from the measurement sig-
nal elements related to the first target element, second prob-
ability information to be applied to a plurality of target signal
elements related to a first measurement signal element from
the first measurement signal element may be calculated based
on probability information of the measurement signal ele-
ments related to the first measurement element, and a mutual
update procedure may be iterated while determining if a
number of times of exchanging the probability information of
the related target and measurement signal elements satisfies
the predetermined number of times while exchanging the
probability information of the related target and measurement
signal elements.

The calculating of the first probability information to be
transferred to the measurement signal elements related to the
first target signal element may include calculating a first value
by multiplying the probability information received from
remaining measurement signal elements obtained by exclud-
ing the measurement signal element of the first probability
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information to be transferred from the measurement signal
elements related to the first target signal element, calculating
a second value by multiplying the first value by a prior prob-
ability of the first target signal element, and calculating the
first probability information by normalizing the second value.

The calculating of the second probability information to be
transferred to the target signal elements related to the first
measurement signal element may include calculating a first
value by performing circular convolution with respect to the
probability information received from remaining target signal
elements obtained by excluding the target signal element of
the second probability information to be transferred from the
measurement signal elements related to the first measurement
signal element, calculating a second value by performing
circular convolution with respect to the first value and statis-
tical information of the measurement signal with the noise
signal, and calculating the second probability information by
normalizing the second value.

The circular convention may be preformed through Fast
Fourier Transform.

In the updating of the probability information of the target
and measurement signal elements, a relation between the
target signal elements and the measurement signal elements
may be determined based on a binary measurement matrix
used to compress the target signal to the measurement signal.

In the calculating of the final posterior probabilities, like-
lihood probabilities may be calculated by multiplying prob-
ability information of measurement signal elements related to
the target signal, and the final posterior probabilities may be
calculated based on the likelihood probabilities and the prior
probabilities.

The probability information of the target signal elements
may be posterior probability information of the target signal
elements, and the probability information of the measure-
ment signal elements may be likelihood probability informa-
tion related to the posterior probabilities of the target signal
elements.

The probability information of the measurement signal
elements may include constraint probabilities of the measure-
ment signal elements satisfying a constraint condition, and
the constraint condition may be a relation between the target
signal and a received signal obtained by adding the noise
signal to the measurement signal.

The support set of the signal is detected from the Bayesian
hypothesis test based on the probability ratio obtained from
the final posterior probability.

The probability ratio may be obtained from the final pos-
terior probability by using a Bayesian rule.

The signal value estimation part selects elements of a sig-
nal to be estimated by using the support set of the signal
detected from the Bayesian hypothesis test. Next, the values
of the elements are calculated through the MMSE estimator.

The target signal is recovered by selectively combining the
signal values estimated in the signal value estimation part and
the information about the support set.

According to still another aspect of the present invention,
there is provided an apparatus for transmitting a sparse signal,
which compresses a sparse target signal and transmits the
sparse target signal. The apparatus includes an input part to
receive the sparse target signal, a compressive sensing part to
measure and compress the sparse target signal based on a
sensing matrix having a zero element and a non-zero element;
and a transmitting part to transmit a compressed signal.

The compressive sensing part outputs a measurement sig-
nal obtained by sensing and compressing the sparse target
signal by using the sensing matrix having a number of rows
less than a number of columns.
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According to still another aspect of the present invention,
there is provided an apparatus for recovering a sparse signal
which recovers a target signal from a received signal. The
apparatus includes an input part to receive a signal including
ameasurement signal obtained by compressive-measurement
the target signal, a probability updating part to update prob-
ability information of the target signal elements and probabil-
ity information of the measurement signal elements by
exchanging the probability information of the target signal
elements with the probability information of the measure-
ment signal elements by a predetermined number of times
based on a relation between the target signal and the measure-
ment signal, a maximum a posterior (MAP) estimation part to
calculate final posterior probabilities of the target signal ele-
ments based on probability information of the measurement
signal elements that is output as an update result, and prior
probabilities of the target signal elements, and to recover the
target signal by performing maximum a posterior estimation
for the final posterior probabilities, a support detection part to
detect a signal support set by using the posterior probabilities,
a signal value estimation part to selectively estimate signal
values by using the detected support set, and a combination
part to recover a signal by combining the information about
the support set and the estimated signal values.

The input part may receive a measurement signal obtained
by compressive-sensing the target signal based on a sensing
matrix.

The probability updating part may include a target signal
probability updating part to update the probability informa-
tion of the target signal element based on received probability
information of the measurement signal element, and to cal-
culate probability information to be transferred to a measure-
ment signal element related to the target signal element, a
measurement signal probability updating part to update the
probability information of the measurement signal element
based on the probability information received from the target
signal probability updating part, and to calculate probability
information to be transferred to a target signal element related
to the measurement signal element, so that the probability
information is transferred to the target signal probability
updating part, and a counting part to calculate a number of
times of exchanging probabilities between the target signal
probability updating part and the measurement signal prob-
ability updating part, and to determine if the number of times
of exchanging the probabilities reaches the predetermined
number of times, so that updating for the probability infor-
mation of the target and measurement signal elements is
controlled.

The probability information of the target signal elements
may be posterior probability information of the target signal
elements, and the probability information of the measure-
ment signal elements may be likelihood probability informa-
tion related to posterior probabilities of the target signal ele-
ments.

The maximum a posterior estimation part may calculate
likelihood probabilities by multiplying the probability infor-
mation of the measurement signal elements related to the
target signal, which is output as the update result, and the final
posterior probabilities may be calculated based on the likeli-
hood probabilities and the prior probabilities.

As described above, according to the embodiment of the
present invention, since the sparse signal transmitting device
compresses the target signal based on a sparse binary matrix,
the sparse signal transmitting device can be readily realized in
hardware, and can rapidly scan the target signal while com-
pressing the target signal. In addition, according to the
embodiment of the present invention, the sparse signal recov-
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ering device can recover a signal with the maximum prob-
ability according to a given measurement matrix and the
sparsity of the target signal. The minimum length of the
measurement signal required when the signal is recovered is
slowly increased, so that low complexity is represented. In
addition, the sparse signal recovering device represents a high
signal recovery success rate, and can effectively remove a
noise component added to a signal component by using the
prior information about the target signal and the statistical
information about the noise component.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a sectional view schematically showing a com-
pressive sensing system according to a first embodiment of
the present invention;

FIG. 2 is a flowchart showing a method for transmitting a
sparse signal according to the first embodiment of the present
invention;

FIG. 3 is a flowchart showing a method for recovering a
sparse signal according to the first embodiment of the present
invention;

FIG. 4 is a flowchart showing a method for recovering a
sparse signal according to a second embodiment of the
present invention;

FIG. 5 is a block diagram showing a sparse signal trans-
mitting device according to a first embodiment of the present
invention;

FIG. 6 is a block diagram showing a sparse signal recov-
ering device according to a second embodiment of the present
invention;

FIG. 7 is a block diagram showing a sparse signal recov-
ering device according to a third embodiment of the present
invention;

FIG. 8 is a flowchart showing a signal compressing proce-
dure based on compressive sensing and a signal recovering
procedure realized by the sparse signal recovering device of
FIG. 7,

FIG. 9 is a flowchart showing the whole signal processing
procedure of recovering a target signal, which is realized by
the sparse signal recovering device of FIG. 7;

FIG. 10 is a flowchart showing a procedure of calculating a
posterior probability P_(x,|z) via a belief propagation of an i
element x, of the target signal, which is realized by the sparse
signal recovering device of FIG. 7;

FIG. 11 is a flowchart showing a procedure of calculating
probability information transferred to a i element GEN (1))
of the measurement signal from the i”* element of the target
signal during 1 repetition of the belief propagation in order to
calculate a posterior probability, which is realized by the
sparse signal recovering device of FIG. 7;

FIG. 12 is a flowchart showing a procedure of calculating
probability information transferred from the j” element of the
measurement signal to the i element (EN (j)) of the target
signal during 1 repetition of the belief propagation in order to
calculate a posterior probability, which is realized by the
sparse signal recovering device of FIG. 7;

FIG. 13 is a flowchart showing a procedure of detecting the
state s, of the i” element x, of the target signal by using the
Bayesian hypothesis test, which is realized by the sparse
signal recovering device of FIG. 7; and

FIG. 14 is a flowchart showing a procedure of estimating
one vector X including only signal elements belonging to the
support set supp(X), which is realized by the sparse signal
recovering device of FIG. 7.

DETAILED DESCRIPTION OF THE INVENTION

Hereinafter, the embodiments of the present invention will
be described in detail with reference to accompanying draw-
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ings so that the embodiments can be readily realized by those
skilled in the art to which the present invention pertains.
However, the present invention is not limited to the following
embodiments but includes various applications and modifi-
cations. In addition, parts that are not related to the present
invention are omitted from the accompanying drawings in
order to make the present invention clear, and the similar
reference numerals will be assigned to the similar compo-
nents throughout the specification.

In the following description, when a predetermined part
“includes” a predetermined component, the predetermined
part does not exclude other components, but may further
include other components unless otherwise indicated.

Hereinafter, an apparatus and a method for transmitting a
sparse signal according to the embodiment of the present
invention, and an apparatus and a method for recovering the
sparse signal will be described in detail with reference to
accompanying drawings.

FIG. 1 is a sectional view schematically showing a com-
pressive sensing system according to a first embodiment of
the present invention.

Referring to FIG. 1, the compressive sensing system
includes a sparse signal transmitting device 100 and a sparse
signal recovering device 200.

The sparse signal transmitting device 100 generates a mea-
surement signal y by sensing a target signal x based on a
sensing matrix @ having a sparse characteristic. The target
signal X is a sparse signal, and elements of the target signal x
have non-zero values with predetermined probability q. In
this case, the sensing matrix ® is an MxN sensing matrix
representing a sparse characteristic. Bach element ¢, of the
sensing matrix @ has a value of “0” or “1”. The ¢, represents
a (j,i)"” element of the sensing matrix ®.

The sparse signal transmitting device 100 senses the target
signal x by projecting the target signal x to the sensing matrix
®<{0,1}1. Since the sensing matrix ® is an MxN matrix
having the number M of rows less than the number N of
columns, if the sparse signal transmitting device 100 senses
the target signal x by using the sensing matrix ®, the mea-
surement signal y=Mx is generated by simultaneously sens-
ing and compressing the target signal x. Therefore, the sens-
ing based on the sensing matrix ® is regarded as compressed
sensing, and the measurement signal refers to a compressed
measurement signal.

In the sensing matrix ®, the number of elements having the
value of “1” in an j* row is fixed to L, elements, and the
position of the element having the value of “1” instead of the
value of “0” in each row is selected among N positions with
uniform probability of 1/N. Since each sensing matrix ele-
ment ¢, mostly has the value of “0”, the sensing matrix ® has
an advantage in realization in hardware, and allows the rapid
sensing and the compression of a signal.

The sparse signal recovering device 200 recovers the target
signal x, which has been transmitted after the compressive
sensing operation by the sparse signal transmitting device
100, based on an input signal z. In this case, the input signal
7 is obtained by adding a noise signal w to the measurement
signal y generated from the sparse signal transmitting device
100. The input signal z is regarded as a measurement signal in
the sparse signal recovering device 200. The noise signal w
may include received noise added in a wireless channel envi-
ronment and quantization noise added in the quantization
step.

The sparse signal recovering device 200 recovers a target
signal through a target signal through MAP (maximum a
posterior) estimation. According to the MAP estimation, a
value x, which is obtained when a posterior probability
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[Py(xIz,c)] of the target signal x is maximized, is estimated as
a target signal, and expressed as shown in Equation 1. In
Equation 1, ¢ is a constraint condition of a signal to be esti-
mated, and the value of c=||®x—g||, must be smaller than a
specific allowance value €.

X=argmax py(xlz,c)st|x—z|,=E Equation 1

The sparse signal recovering device 200 uses a Bayesian
rule in order to find out a target signal through the MAP
estimation. According to the Bayesian rule, the posterior
probability [py(x/z,c)] related to the target signal is expressed
by a likelihood probability [Pr(c,.zlx,)] and a prior probability
[p+(x,)] as shown in Equation. 2. In Equation 2, P (c,z) rep-
resents evidence probability. Since the evidence probability
P,(c.z) is applied in common with respect to all elements, the
evidence probability P,(c,z) is ignored in the MAP estima-
tion.

Pric, zlx)
plc, 2)

Equation 2
px(xle D = px(nx dnanon

In addition, since elements x, of the target signal x are
independent from each other, the posterior probability of each
element X, may be independently estimated as shown in Equa-
tion. 3. In this case, a total index set of the target signal is
V={1, ..., N} and the total index set of the measurement
signaly is C={1, ..., M}. In addition, N (i) is an index set of
measurement signal elements 7.y, related to the target
signal element x,, and N -(j) is an index set of the target signal
element X, related to the measurement signal element z,.
The N, (i) and the N(j) are defined as shown in Equation 4.
The relation between each target signal element X, and each
measurement signal element z, is defined according to each
sensing matrix element ¢,;.

px(xi) Equation 3
prtlej )= S ox [T Prics 1)
S =)
for i=1~N
NV(Z')::{]'EC\(])jZ-ZI}EC
Ncp={i€V;=1} =V Equation 4

The sparse signal recovering device 200 gradually looks
for the real value of the target signal while iteratively updating
the likelihood probability and the posterior probability
related to the target signal element x, and the measurement
signal element z, via a belief propagation under the assump-
tion that the prior probability [p,(x,)] of the target signal has
been recognized. Thereafter, the sparse signal recovering
device 200 determines a signal, which is obtained when the
final posterior probability [p(x,!z.c)] obtained as the result of
the iterated update has a maximum value, as the target signal

through the MAP estimation of Equation 1.

FIG. 2 is a flowchart showing a method for transmitting the
sparse signal according to the first embodiment of the present
invention.
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Referring to FIG. 2, the sparse signal transmitting device
100 receives the target signal x to be transmitted (step S210).
The target signal x is a sparse signal having non-zero values
with the sparsity rate of q. When a signal length of the target
signal x is N, the target signal x is expressed as x=[x, . . .,
X,]ERY. In this case, the number of non-zero elements of the
target signal x follows binominal distribution [B (N,q)]. It is
assumed that values of non-zero elements follow predeter-
mined probability distribution [p,(x,x,=0)], and the elements
of the target signal x are iid (identically independently dis-
tributed). Therefore, the distribution of the target signal ele-
ments X, is defined as shown in Equation 5. In addition, the
distribution of the target signal elements defined in Equation
5 is used as prior probability used to signal recovery.

px() = px(x | 5 # 0)g + 8(x;)(1 - g) Equation 5
e{ Xi~px(xi| % #0), with g
wher:
X; =0, with 1 —g

The sparse signal transmitting device 100 generates a mea-
surement signal by performing compressive sensing for a
target signal based on a sensing matrix having zero elements
and non-zero elements (step S220). The sensing matrix @ is
an MxN matrix in which each element @, is a zero element or
anon-zero element, and the number M of rows is less than the
number N of columns. Therefore, if the sparse signal trans-
mitting device 100 measures the target signal x by using the
sensing matrix ®, a measurement signal having a length
shorter than that of the target signal x is generated. In other
words, the sparse signal transmitting device 100 generates the
measurement signal y obtained by simultaneously sensing
and compressing the target signal x through the sensing
matrix .

The sparse signal transmitting device 100 transmits the
measurement signal (step S230).

FIG. 3 is a flowchart showing a method for recovering the
sparse signal according to the first embodiment of the present
invention.

Referring to FIG. 3, the sparse signal recovering device
200 recovers a target signal from a received signal based on
previously-known information. The sparse signal recovering
device 200 previously recognizes statistical information [py;-
(w))] of the noise signal w, the prior probability [p,(x,)] of the
target signal x, and the sensing matrix ® used for the com-
pression of the target signal by the sparse signal transmitting
device 100. The prior probability of the target signal is
expressed as shown in Equation. 5.

The sparse signal recovering device 200 receives the mea-
surement signal z which is generated by adding a noise signal
to a signal transmitted from the sparse signal transmitting
device 100 (step S310). In this case, the measurement signal
7 is a signal generated by adding the noise signal to a signal
measured from the target signal based on a sensing matrix.

The sparse signal recovering device 200 performs a mutual
update procedure in which a likelihood probability is calcu-
lated by using the posterior probability of the target signal
based on the relation between a target signal and a measure-
ment signal, and the posterior probability is updated by using
the calculated likelihood probability (step S320). Referring to
Equation 3, the sparse signal recovering device 200 sets the
relation between a target signal and a measurement signal
based on the measurement matrix ®, and exchanges probabil-
ity information corresponding to the related target signal with
probability information corresponding to the related mea-

15

20

25

35

40

45

50

55

60

65

10

surement signal. In addition, the sparse signal recovering
device 200 repeats the mutual update procedure by the pre-
determined number of times to update the probability infor-
mation.

Hereinafter, the mutual update procedure will be described
with reference to Equation 3. The likelihood probability

[ [T Pre;. zjlxn}

JeNy ()

is obtained by multiplying the probabilities of measurement
signal elements 7,y v, Which are related to the target signal
element x,, that is, the measurement signal elements Z,c, ),
indexes of which belong to N (i) together. In this case, the
measurement signal elements z, must satisfy a constraint con-
dition

Cj :Z¢j;x;—(zj+wj-)s£
i

or a signal to be estimated. The constraint condition repre-
sents the relation between the target signal elements x, and the
measurement signal elements z;, which is generated by add-
ing the noise signal elements w, to the signal elements

yi= Z i
i

transmitted by the sparse signal transmitting device 100.
Therefore, the probability [Pr(c;z,lx,)] of the measurement
signal element z, may be constraint probability ofa # element
of the measurement signal z. Accordingly, the sparse signal
recovering device 200 calculates the constraint probability
[Pr(c,z;x,)] of each of the measurement signal elements
Zien, i telated to the target signal element x;, and calculates a
likelihood probability

[ [T Prcis |x;)}

JeNy ()

by multiplying all constraint probabilities [Pr(c;,z,1x,)] of the
measurement signal elements 7, ;, together.
As described above, since the likelihood probability

[ [T Prcis |x;)}

JeNy ()

is calculated by using the constraint probabilities [Pr(c,z;/x,)]
of the measurement signal elements Z,y, ., related to the
target signal element x,, the sparse signal recovering device
200 mutually updates appropriate probability information by
iteratively finding probability information [p,(x,lc,z)] of the
target signal element x; and probability information [Pr(c,,
z,|x,)] of the measurement signal element zrelated to the
target signal element x,. In other words, the sparse signal
recovering device 200 repeats the update procedure by the
predetermined number of times in which the probability
information [Pr(x;,z;/x,)] of the target signal element x, is
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updated based on the probability information of the measure-
ment signal element 7, ., related to the target signal ele-
ment x,, and the probability information [Pr(c,,z;/x,)] of the
measurement signal element z, is updated based on the prob-
ability information of the target signal element X, , , related
to the measurement signal element z.

The sparse signal recovering device 200 recovers a target
signal by performing MAP estimation with respect to the final
posterior probability output through the mutual update pro-
cedure (step S330). Referring to Equation 3, the final poste-
rior probability is calculated by multiplying the likelihood
probability

[ [ Preciz |x‘-)}

JeNy ()

output through the mutual update procedure by the prior
probability [p,(x,)] of the target signal x,.

The sparse signal recovering device 200 determines a sig-
nal having the greatest probability value in the final posterior
probability as shown in Equation 1.

Hereinafter, the mutual update procedure of the sparse
signal recovering device 200, which is performed through the
iterative exchange of probability information between the
target signal element x, and the measurement signal elements
Zieny felated to the target signal element x,, will be
described.

FIG. 4 is a flowchart showing the method for recovering the
sparse signal according to a second embodiment of the
present invention.

Referring to FIG. 4, the sparse signal recovering device
200 updates probability information ml.ejl of a target signal
element and probability information mjﬁil of'a measurement
signal element, which are related to the target signal element,
by exchanging the probability information of the target signal
element and the probability information m, _, of the mea-
surement signal element by the predetermined number of
times. The sparse signal recovering device 200 recovers the
target signal by performing the MAP estimation based on the
updated probability information.

The sparse signal recovering device 200 initializes the
probability information of the measurement signal element z;
transferred to the target signal element x, (step S410). In other
words, the sparse signal recovering device 200 can initialize
the probability information of the measurement signal ele-
ment z;, which is transferred to the target signal element x,, to
a value of “1” (mjﬁilz():l) The probability information
mjei]:0 represents initial probability information transferred
from a j* element of the measurement signal to an i element
of the target signal in 0 exchange, that is, in an initial state
that probability information is not exchanged.

The sparse signal recovering device 200 determines if the
number 1 of times of exchanging probability information of
the target signal element x, and the probability information of
the measurement signal element z;, which are related to the
target signal element x;, satisfies the preset number N,,,, of
times (step S420).

Ifthe exchange number 1 oftimes does not satisfy the preset
number N, oftimes, the sparse signal recovering device 200
calculates the probability information ml.ejl to be transferred
from the target signal element x, to the measurement signal
element z; based on the probability information m, !
received from a plurality of the measurement signal elements
z; related to the target signal element x, (step S430). The
probability information ml.ejl may be the posterior probabil-
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ity of the target signal, which is calculated except for the
probability information of the measurement signal element to
be transferred. In other words, the sparse signal recovering
device 200 calculates the probability information ml.ejl by
multiplying prior probability by the probability information
m, /" received from remaining measurement signal ele-
ments X,y .., Without the measurement signal element z;
of'the probability information to be transferred. The probabil-
ity information ml.ejl to be transferred to the measurement
signal element z, from the target signal element x, is expressed
as shown in Equation 6. In this case, the probability informa-
tion ml.ejl represents probability information transferred
from an i” target signal element to a j" measurement signal
element in t” exchange. In addition, K, is a constant used to
normalize the probability information miejl in the 1?
exchange. Zmiejl is accomplished through the K/, so that the
probability information miﬁjl becomes effective probability
distribution. The p,(x;) is prior probability of the target signal
element x,. In addition, in Equation 6, an operator “x” refers
to the multiplication of an element by an element.

Equation 6
ml,; = Kipxx [
keNy(i k]

my

The sparse signal recovering device 200 calculates the
probability information mjeil to be transferred from the mea-
surement signal element z, to the target signal element x,
based on the probability information received from a plurality
of target signal elements related to the measurement signal
elements 7, (step S440). The probability information mjﬁil is
constraint probability of the measurement signal, which is
calculated except for the probability information of the target
signal element serving as the target of the transfer of the
probability information. In other words, the sparse signal
recovering device 200 calculates the probability information
mjeil by performing circular convolution with respect to sta-
tistical information about a measurement signal with a noise
signal and probability information mkejl received from
remaining target signal elements X,c .., €xcept for the
target signal element x,; which receives the probability infor-
mation to be transferred. The probability information mjeil to
be transferred from the measurement signal element 7, to the
target signal element x;, is expressed as shown in Equation 7.
In this case, the sparse signal recovering device 200 can sets
an initial value to mjeilz():l, and uses the initial value in
Equation 6. The probability information m,__/ represents
probability information transferred from the j* measurement
signal element to the i” target signal element in the 17
exchange. In addition,

e 33,

represents statistical information of the measurement signal
with a noise signal. In this case, the L, represents the number
of 1s in the j* row of the sensing matrix. In addition, the K.,*
is a constant used to normalize the probability information
mjeil in the 1” exchange, and ijeiZ:l is accomplished
through the K,', so that the probability information m,_,
becomes effective probability distribution. In following
Equation 7, an operator (x) refers to circular convolution, and
the circular convolution can be calculated through FFT (Fast
Fourier Transform) as shown in FIG. 8.
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i

R ! ! Equation 7
m; ;= KZXPZ(Zj [ %, Xy s e ,Xij)®mkﬁj om q

(@ Bl FFT(@XFET(B)

If the exchange number 1 of times satisfies the present
number N, oftimes, the sparse signal recovering device 200
calculates the final posterior probability p.(x,lc.z) based on
the probability information mjﬁilz"f’” of' a measurement sig-
nal element obtained through the exchange and the prior
probability of the target signal element (step S450). Referring
to Equation 3, the final posterior probability [p(X,,c,Z)] is
obtained by multiplying the prior probability p,(x;) of the
target signal element X, by the likelihood probability

Pr(cj, 2j | %)
JENy )

found based on the probability information [m .eilz"f’”:Pr(cj,
z,1x,)] of the measurement signal elements Zieny, related to
the target signal x,. Therefore, the sparse signal recovering
device 200 can calculate the final posterior probability as
shown in Equation 9. K is a constant used to normalize the
final posterior probability, and Zpy (X;Ic,z) is accomplished
through the K ;, so that the final posterior probability becomes
effective probability distribution.

px(ile,) =Ksxpx@x [ | Prcjz, |x)  Eauationd
JeNy ()
= K3 X px(x)x 1_[ mj-i’;/"’”

JeNy @)

The sparse signal recovering device 200 recovers the target
signal by performing the MAP estimation in such a manner
that maximum final posterior probability can be obtained
(step S460). The posterior probability distribution [py(x;/c,z)]
of'the target signal element x, is convergent on the distribution
having the highest probability to obtain the real value of the
target signal element x, through the iterative update procedure
via the belief propagation.

FIG. 5 is a block diagram showing the sparse signal trans-
mitting device 100 according to the first embodiment of the
present invention.

Referring to FIG. 5, the sparse signal transmitting device
100 includes an input part 110, a compressive sensing part
130, and a transmitting part 150.

The input part 110 receives the target signal x to be com-
pressed and transmitted. The target signal x is a sparse signal.

The compressive sensing part 130 senses and compresses
the target signal based on the sensing matrix having zero
elements and non-zero elements. The compressive sensing
part 130 outputs the measurement signal y=Px generated by
sensing and compressing the target signal x based on the
sensing matrix ® having the number M of rows smaller than
the number N of columns.

The transmitting part 150 transmits the compressed signal.

FIG. 6 is a block diagram showing the sparse signal recov-
ering device 200 according to the first embodiment of the
present invention.

Referring to FIG. 6, the sparse signal recovering device
200 includes an input part 210, a probability updating part
230, and a MAP estimation part 250. In this case, the prob-
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ability updating part 230 includes a target signal probability
updating part 231, a measurement signal probability updating
part 233, and a counting part 235.

The input part 210 receives the signal z including the signal
y generated by compressing and sensing the target signal x. In
other words, the input part 210 receives the measurement
signal z with the noise signal w, and the measurement signal
z is generated by compressing and sensing the target signal x
based on the sensing matrix. In this case, the measurement
signal z received by the sparse signal recovering device 200 is
a signal generated by adding the noise signal w to the real
measurement signal y transmitted by the sparse signal trans-
mitting device 100.

The probability updating part 230 updates the probability
information of the target signal element and the probability
information of the measurement signal element by exchang-
ing the probability information of the target signal element
with the probability information of the measurement signal
element by the present number of times based on the relation
between the target signal and the measurement signal. In
order to perform the mutual update procedure, the probability
updating part 230 includes the target signal probability updat-
ing part 231, the measurement signal probability updating
part 233, and the counting part 235.

The target signal probability updating part 231 updates the
probability information of the target signal element based on
the probability information of the measurement signal ele-
ment received from the measurement signal probability
updating part 233. In addition, as shown in Equation 6, the
target signal probability updating part 231 calculates the
probability information ml.ejl to be transferred to the mea-
surement signal element related to the target signal element
and transfers the probability information ml.ﬁjl to the mea-
surement signal probability updating part 233.

The measurement signal probability updating part 233
updates the probability information of the measurement sig-
nal elements based on the probability information of the
target signal element received from the target signal probabil-
ity updating part 231. In addition, as shown in Equation 7, the
measurement signal probability updating part 233 calculates
the probability information ml.ejl to be transferred to the
target signal element related to the measurement signal ele-
ment and transfers the probability information to the target
signal probability updating part 231.

The counting part 235 checks the number 1 of times of
exchanging probability between the target signal probability
updating part 231 and the measurement signal probability
updating part 233. The counting part 235 determines if the
number 1 of times to exchange probability reaches the preset
number I=N,,. of times to control the probability information
updating for each target signal element and each measure-
ment signal element. In other words, the counting part 235
allows the probability exchange between the target signal
probability updating part 231 and the measurement signal
probability updating part 233 until the number 1 of times of
exchanging probability reaches the preset number N, . of
times (1=N,,.,.), and stops the probability update if the number
1 of times of exchanging probability reaches the preset num-
ber N,,., of times (I=N,,,,).

As shown in Equation 3, the MAP estimation part 250
calculates the final posterior probability of the target signal
element based on the probability information of the measure-
ment signal elements that is output as an update result, and the
prior probability of the target signal element. In addition, as
shown in Equation 1, the MAP estimation part 250 finds out
an estimated target signal X by performing the MAP estima-
tion for the final posterior probability.
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Since the sparse signal transmitting device 100 compresses
atarget signal based on the sensing matrix as described above,
the sparse signal transmitting device 100 can be readily real-
ized in hardware, and can rapidly sense and compress the
target signal. In addition, the sparse signal recovering device
200 updates the probability related to the target signal and the
probability related to the measurement signal by exchanging
the probability related to the target signal with the probability
related to the measurement signal via a belief propagation.
Accordingly, the sparse signal recovering device 200 can
calculate the highest final posterior probability to obtain the
real target signal. In addition, since the MAP estimation is
performed by using the final posterior probability, the success
rate of the signal recovery can be increased. In addition, since
the sparse signal recovering device 200 recovers the sparse
target signal sensed based on the sensing matrix, the mini-
mum length of the measurement signal required is gradually
increased in recovery, so that low complexity is represented.

The first and second embodiments of the present invention
have been described with reference to FIGS. 1 to 6 up to now.

Hereinafter, a third embodiment of the present invention
will be described in detail with reference to FIGS. 7 to 14.

FIG. 7 shows a block diagram showing a sparse signal
recovering device 700 according to the third embodiment of
the present invention. Referring to FIG. 7, when comparing
the structure of F1G. 6, a support detection part 705 serving as
a Bayesian hypothesis test part, a signal value estimation part
712 serving as a minimum mean square error estimator
(MMSE), and a combining part 715 are further included.

Through a sparse signal recovering algorithm applied to
the sparse signal recovering device 700 according to the third
embodiment of the present invention having the structure of
FIG. 7, the recovering scheme of a target signal is defined
through the MAP (Maximum a posterior) scheme in terms of
probability, and the MAP scheme is performed by combina-
tion of the a signal support set detection part and a signal value
estimation part, so that the signal can be recovered. In this
case, a signal support set refers to a set of indexes of non-zero
elements among signal elements.

Referring to FIG. 7, according to the third embodiment of
the present invention, signal support set detection may be
performed via a belief propagation and the support detection
part 705 serving as a Bayesian hypothesis test part.

According to the third embodiment of the present inven-
tion, the posterior probability of a signal is calculated by
iteratively calculating a likelihood probability and a prior
probability under the assumption that the prior probability is
recognized iva a belief propagation realized in a belief propa-
gation part (231 or 232). Then, the signal support is detected
through the Bayesian hypothesis teat based on the posterior
probability. Thereafter, the signal value estimation part
selects elements of a signal to be estimated based on the
detected support information obtained in the prior part.

Thereafter, signal values of the selected elements are esti-
mated by using the signal value estimation part 712 serving as
the MMSE. Finally, the signal is recovered based on the
information about the support set and the estimated signal
values.

As described above, the third embodiment of the present
invention has following effects. A signal can be recovered
with low complexity. The signal can be recovered in terms of
probability according to the sensing matrix and the sparsity of
the target signal. The prior information about the target signal
and the statistical information about noise are used as much as
possible, so that a noise component can be removed from the
signal component.
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Hereinafter, the operation of the third embodiment accord-
ing to the present invention will be described in more detail
with reference to FIGS. 7 to 14.

3-1. Signal Measurement and Compression

According to the compressive sensing and recovering
apparatus and method according to the third embodiment of
the present invention shown in FIGS. 7 to 14, when the target
signal x€R” is measured through a sensing matrix ® having
the sparsity, the target signal x€R” is effective. The sensing
matrix P is a sparse matrix, and the generation of the sensing
matrix O is as follows.

The number of elements having a value of “1” in the j* row
of the sensing matrix @ is fixed to L, and the position of a
non-zero element is selected from among N positions in each
row with the uniform probability of 1/N.

The measurement of the target signal X€R” is accom-
plished by projecting the target signal x to the above sensing
matrix ®ER*Y. In other words, ®x=y(ER™). Therefore, the
length of the result signal y satisfies M<N, the signal y
includes compressed information about the signal x. There-
fore, through the sensing matrix ®, the target signal is simul-
taneously acquired and compressed.

3-2. Signal Recovering Algorithm

According to the apparatus and the method according to
the third embodiment of the present invention shown in FIGS.
7 to 14, through a signal recovering algorithm via a belief
propagation and Bayesian hypothesis test (BHT), the target
signal is recovered from a measurement signal containing
noise, which is expressed as z=®x+n=y+n. All symbols
expressed in this clause follow symbols used in “3-1. Signal
Measurement and Compression”.

A signal 7z is a measurement signal generated by adding
noise to the signal y.

Following information is used in the recovering method.

1. Measurement signal z with noise.

II. Statistical information for noise: p(n)=I1,p{(n,).

(probability information, p,{n)=II,p,{(n,), is found from I
and II)

II1. Prior probability information p,{x;) for x

IV. Sensing matrix @ used in signal compression.

Definitions are made as follows for the convenience of
mathematical notations.

V: the total index set of x, V={1, 2, . .., N},

C: the total index set of y, C={1, 2, ..., M},

N, (i):={all jEC: ®,~1} =C, and

N_:={all iEV: @,t=1} =V, wherein, ®, refers to the (j,i)th
element of .

In addition, supp(x) refers to a signal support set, and is a
sub-set of V.

A state s, represents a belonging state to the support set of
each signal element.

1) If s, =1, the signal element belongs to the support set, that
is, i€supp(x).

2) If's,=0, the signal element does not belong to the support
set, that is, i&supp(x).

3)

3.2.1 Signal Support Set Detection

The scheme of recovering a target signal is defined based
on MAP estimation in terms of probability.

f=argmax, [py(xlz)]srz=Px+n Equation 10

According to the above equation, a signal x is recovered by
estimating each signal element under the assumption that the
elements of the signal x; are independent on each other.

X=argmax, /p x(¥xi]2)]stz=Dx+n for all i€V Equation 11
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According to the third embodiment of the present inven-
tion, the signal is recovered through the approximation of
Equation 11 to Equation 12.

% = Equation 12
Prisi=0]2)
— =1
TPrisi=1]2)
forallie V
Pr(si=0]2)

argmaxy; px (% | 2, 5; = 1), m
;=

Equation 11 is analyzed as follows.
If

Prisi=012) _
Prisi=119

it is determined that the corresponding signal element x; does
not belong to the support set supp(x), so that the signal state is
detected as §,=0, and the value of the corresponding signal is
estimated as X,~0.

If

Prisi=0]2)
Pris;=1]2)

it is determined that the corresponding signal element x;
belongs to the support set supp(x), so that the signal state is
detected as $,=1 and the value of the corresponding signal is
estimated as X,=argmax, p,(x,lz.c.s,=1).

3.2.1.1 State Detection of Signal Element Via Bayesian
Hypothesis Test

The state detection is performed with respect to all signal
elements i€V. Before detecting the states of the signal ele-
ments, initialization

suppd) = 2

is performed. The state s, of each signal element is detected
through Equation 13.

Equation 13

5 =1,if T() <
{ 7/forallieV

5 =0,if T() =y
() =
px(xi|si =0)
Pris;=012) fipx(xi) px(x; | 2)dx;

Prisi=112) ~ fpx(xi |si=1)
px(x;)

px(x; | 2)dx;

In Equation 13, y&[0,1] is one threshold value to detect the
state of a signal element. The threshold value is determined
based on the prior probability information of a signal. If the
target signal has K non-zero elements and the length of N, the
threshold value vy is set as follows.
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K/N

Y=1ZK/N

Inorderto calculate T (i), the prior probability information
p(x,) and the posterior probability information p(x,lz) of
each signal are required. In this case, p(X,), px(X,!s,=0), and
px{(X;ls;=1) are previously given. The p,(x,|z) is calculated via
the belief propagation. If the states s, of all elements of the
signal i€V are detected through Equation 13, the support set
supp(X) of the signal is updated through Equation 14.

S=1—=supp(@)=suppE)U{i}

$0—=isupp(¥)
3.2.1.2 Finding of Posterior Probability via Belief Propa-
gation
The posterior probability p,(x,z) used in the BHT is found
through the belief propagation. The target probability p(x,z)
of Equation 10 shows that the posterior probability p(x,|z) is
divided into the prior probability p(x), the likelihood prob-
ability p,(c,zIx), and the evidence probability p,(c,z) based on
the Bayesian rule.

Equation 14

Pric,z|x)
Pric,z)

Equation 15
px(x;12) = px(x; | 2, €) = px(x;) X

[1 Preesziim
JeNy ()

= px ()X P2

In Equation 15, a vector ¢ is a vector to check if the con-
straint condition is satisfied with respect to a signal to be
estimated, which is expressed as c=®x-z. Accordingly, as the
number of times to repeat the algorithm is increased, the
vector ¢ approximates a noise vector n. Therefore, the vector
¢ is approximately independent on the signal x, and
P(X,12.0)=p(x,1z) is accomplished. In Equation 15,
¢;:Z,9,x,~(z+n,)=0 for jJEC is satisfied. In other words,
¢,Ec is a constraint condition related to the j* element of the
measurement signal.

Therefore, Pr(c;}=Pr(Z,¢,x,~(z,+n,)=0) refers to a prob-
ability in which a constraint condition related to the j* ele-
ment of the measurement signal is satisfied. This probability
is referred to as a constraint probability of the j* element of
the measurement signal.

In Equation 15, the likelihood probability Pr(c,zlx) is
expressed as a product of the constraint probabilities of ele-
ments of the measurement signal belonging to the set N, {i).

According to the belief propagation, in Equation 15, the
posterior probability P,(x,lz,c) of the i element of the target
signal and the constraint probability Pr(c,,z,Ix,) of the j*
element of the measurement signal are iteratively found and
updated.

During the repeated update through the belief propagation,
the posterior probability P (x,|z.c) is calculated by receiving
probability information (constraint information) from the ele-
ments of the measurement signal belonging to the set N, {i).

At the i element of the target signal, the probability infor-
mation (posterior probability) to be transferred to one ele-
ment y, belonging to the set N, (i) is calculated.

The probability information (posterior probability) trans-
ferred from the i” element of the target signal to the i
element (j(EN (1)) of the measurement signal during 17 rep-
etition is calculated as follows.
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" Equation 16

m,

Zinj =

-1
i

{
K" X px(x)x
KGNy (Dx+]

In Equation 16, the probability information m,_,/ refers to
probability information (constraint probability) received
from the k” element of the measurement signal during the 17
repetition.

In Equation 16, k’ is a constant used to normalize the
probability information ml.ejl during 17 repetition. The con-
stant k' is multiplied so that Tm, /=1 is accomplished.
Accordingly, the becomes an effective probability distribu-
tion. In Equation 16, a symbol x refers to the multiplication of
elements of a vector.

During the iterative updater based on the belief propaga-
tion, the probability information Pr(c,,z,1x,) is calculated by
receiving probability information (posterior probability)
from elements of the target signal belonging to the set N(j).

Atthe j” element of the measurement signal, the probabil-
ity information (constraint probability) to be transferred to
one element x, belonging to the set N(j) is calculated.

During the 1 repetition, the probability information (con-
straint probability) transferred from the j* element of the
measurement signal to the i* element (E(N .(j)) of the target
signal is calculated as follows.

! ! ! i
mi, ;= 6(T—zj)*pN(nj)*fnkﬁj oy Equation 17

In Equation 16, (t-z,) is defined as follows.

0if T2z
5(T—Zj)={

lif r=gz;

In Equation 17, the L, refers to the number of works in the
-th . . .
7 row of the sensing matrix ®. In Equation 17, x,, X, . . . ,
X 1EN(). In Equation 17, the symbol “*” refers to a circu-
lar convolution operation, and the circular convolution is
performed through FFT.

(@* B "FFT()XFFT(B)

In Equation 17, an initialization value is set to m,_,;~%=1.
Equations 16 and 17 are calculated by the number N, of
times. Thereafter, the posterior probability distribution
Px(X,1Z,0)=p+(x,1Z) is finally calculated through Equation 13.

3.2.2 Estimation of Signal Value

Signal recovering is achieved as follows by using the infor-
mation about the support set supp(x)

Equation 18

z=Px+n—>z=dx4n Equation 19

In Equation 19, x, is one vector formed by using only
elements of a signal belonging to supp(X). In addition, ®, is
one sub-matrix of ® formed by using only column vectors
corresponding to indexes of elements belonging to supp(X).
Since signal elements are independent on each other, the
estimation of x, is achieved through the MAP estimation as
described above.

. Equation 20
i, =argmax [ | pwilzsi=1D q

iesupp(%)
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-continued
= argmaxp(x, | 2)

According to the third embodiment of the present inven-
tion, it is assumed that the signal value and the noise of each
element follow normal distribution in Equation 20. Under the
assumption, the MAP estimation defined in Equation 20 is
identical to an MMSE (Minimum Mean Square Error) esti-
mation. In addition, the MMSE estimation is expressed as
Equation 22.

xiguppqu(O,ze),nj~N(0,0,,2) Equation 21

1 1 -1
=( 1+—2c1>§c1>5] — a7
U'n a;

a2 2 s
U—X n

Equation 22

s>

5

3.2.3 Combination of Signal Information

The detected support set supp(X) and the signal value X,
obtained through the MMSE estimation part are combined
with each other to define a bijective mapping function
F:supp(X)—U in order to recover the target signal. In this
case, U is an index set corresponding to X=X, ;, X5, . . - ,
X, z|- K represents the magnitude of the support set, that is,
K:=lsuppX)I.

According to Equation 22, the elements of the target signal
are recovered as follows.

Equation 23

R {fc&f(;), if i e supp(X)
Xi =
0,

if i ¢ supp(X)
forallie V

Although a preferred embodiment of the present invention
has been described for illustrative purposes, those skilled in
the art will appreciate that various modifications, additions
and substitutions are possible, without departing from the
scope and spirit of the invention as disclosed in the accom-
panying claims.

For example, a method and an apparatus for recovering a
signal of the present invention are applicable to a signal
having a complex value as well as a signal having a real value.
In addition, although the embodiment of the present invention
has been described in that the sensing matrix is a sparse
matrix, the present invention is not limited thereto. In addi-
tion, those skilled in the art will comprehend that the present
invention is applicable to a sensing matrix which is not a
sparse matrix.

What is claimed is:
1. A method of transmitting a sparse signal in a sparse
signal transmitting device, the method comprising:

receiving a target signal transmitted by the sparse signal
transmitting device that is based on an input signal,
wherein the input signal is obtained by adding a noise
signal to a measurement signal that is generated from the
sparse signal transmitting device, and wherein the noise
signal includes noise added in a wireless channel envi-
ronment and quantization noise added in a quantization
step;

simultaneously sensing and compressing the target signal
based on a sensing matrix consisting of a zero element
and a non-zero element;
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transferring a compressed signal to a sparse signal recov-
ering device through a transmit channel, wherein the
sensing matrix has a number of rows less than a number
of columns,

wherein the sparse signal recovering device configured to
receive the compressed signal, update a posterior prob-
ability using a likelihood probability, and recover the
target signal by performing a maximum a posterior esti-
mation with respect to an updated posterior probability.

2. The method of claim 1, wherein, in the compressing of
the target signal based on the sensing matrix consisting of the
zero element and the non-zero element, the target signal is
measured based on the sensing matrix, so that a measurement
signal having a length shorter than a length of the target signal
is output, and the sensing matrix includes a predetermined
number of non-zero elements in each row.

3. A method for recovering a sparse signal by using a sparse
signal recovering device that recovers a transmitted signal
from a received signal, the method comprising:

receiving a measurement signal from a sparse signal trans-
mitting device which measures a target signal based on
a measurement matrix and then transmits the target sig-
nal;

performing a mutual update procedure in which a likeli-
hood probability is calculated by using a posterior prob-
ability of the target signal based on a relation between
the target signal and the measurement signal, and the
posterior probability is updated by using the likelihood
probability, in which noise is removed from a signal
component by using prior information about the target
signal and statistical information about noise; and

recovering the target signal by performing maximum a
posterior estimation for a final posterior probability
obtained through the mutual update procedure,

wherein, in the recovering of the target signal, a signal
recovering scheme is defined in terms of probability
based on the maximum a posterior estimation, the maxi-
mum a posterior estimation is performed by combina-
tion of a signal support set detection part and a signal
value estimation part, and

the signal support set detection part detects a support set of
the signal via a belief propagation algorithm and a Baye-
sian hypothesis test.

4. The method of claim 3, further comprising:

detecting the support set of the signal based on the Baye-
sian hypothesis test by using the posterior probability;

selecting elements of a signal to be estimated based on
information about the support set detected in the signal
value estimation part;

estimating a signal value of each selected signal element by
using a minimum mean square error estimator; and

recovering a signal by combining the estimated signal
value and the information about the support set,

wherein, through Equation (a), the signal is estimated in a
unit of the signal element, which is represented as x,, in
order to recover the signal under an assumption that
elements of the target signal, which is represented as X,
are independent from each other,

the signal is recovered by making Equation (a) approxi-
mate to Equation (b),

a corresponding signal element, which is represented as x,,
is determined as being not contained in the support set,
which is represented as supp(x), so that a signal state is
detected as zero, which is represented as §=0, and a
value of the corresponding signal is estimated as zero,
which is represented as x,~0, if

22

Prisi=012)
Prisi=112) ~

5

the corresponding signal element is determined as being
contained in the support set, so that the signal state is
detected as 1, which is represented as §,=1, and the value
of the corresponding signal is estimated as

X;=argmax, p(X;1z.c,s,=1) If
10 :

Pr(s;=01]z)
— <1,
Pr(si=1|z)

15
states of all signal elements, which satisfy i€V, are

detected,

the support set is initialized as ¢, which is represented as
supp(x)=¢, before the states of the signal elements are
started, and

the state of the signal element, which is represented as s;, is
detected through Equation (c),

F=argmax, [px(xI2)]s rz=Px+n Equation (a)

f=argmax, /p x(%;12)]st-z=Dx+n for all i€V, and Equation (b)

25

{3; =1, if T <y Equation (c)

5 =0, f THzy

30 forall ie V

Prisi=0l2)

10 = =110 =

ilsi=0
f%ﬁx(xi | 2)dx;

IMPX(M‘ | 2)dx;
px(x;)

35

5. The method of claim 4, wherein, in Equation (c), y&[0,1]
represents one threshold value used to detect the state of the
signal element,

the threshold value is determined based on the information

about the priory probability information of the signal,
ifthe target signal has K non-zero elements and a length of
N, the threshold value is determined as

40

KIN
YEIZK/N

50

px(X,) representing the information about the prior prob-
ability and p(x,z) representing a posterior probability
of each signal are required to calculate T(i)

the p(Xx,), px(Xls,=0), and py(x,Is,=1) are previously
given,

the p(x,|z) is found via the belief propagation,

the support set of the signal is updated as Equation (d)
when the states of all signal elements satisfying i€V are
detected through Equation (c),

$7~1—>supp(@)=supp(H)U{i}
$70—>=ifsupp(®)
signal recovering is achieved through Equation (e) by

using information about the support set of the signal
obtained in the support set detection part,

55

60

Equation (d)

z=px+n—z=Px+n, Equation (e)
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in which x, represents one vector including only signal
elements contained in the support set, ®_ represents one
sub-vector of @ including only column vectors corre-
sponding to indexes of the signal elements contained in
the support set,

estimation of the x, is defined through the maximum a
posterior estimation since the signal elements are inde-
pendent on each other as shown in Equation (f),

%, = argmax 1_[ plxilz, s =1) Equation (f)

iesupp(x)

= arg maxp(x, | 2),

the minimum mean square error estimation is performed as

expressed in Equation (h) under an assumption that the

signal value of each signal element and the noise follow

normal distribution, which expressed in Equation (g), in
Equation (f),

X,

N(0,0,2)~N(0,0,2)

iSsupp(x) ™ Equation (g)

Equation (h)

s>

1 1 -1l
- 7 T
i = (0_3 I+ p= D; (I)S) —U_%(DS Z,

the supp(X), which represents the detected support set, and
the X, which represents the signal value found by an
MMSE estimator, are combined with each other to
define f:supp(X)—U, which represents a bijective map-
ping function, in which U represents an index set corre-
sponding to X =[X, |, X5, - - - , X, £, and K represents a
magnitude of the support set and is expressed as
K:-Isupp(®)l, and

each element of the target signal is recovered through
Equation (1),

Equation (i)

;=

R { Xy, if i € supp(®)
0, if i &supp(R)
forall ig V.

6. The method of claim 5, wherein, in the performing of the
mutual update procedure, the mutual update procedure is
iterated by a predetermined number of times, so that the
posterior probability of the target signal is calculated,
the relation between the target signal and the measurement
signal is set based on the measurement matrix,

probability information corresponding to the target signal
is exchanged with probability information correspond-
ing to the measurement signal related to the target signal,

the relation between the target signal and the measurement
signal, which is generated by adding the noise to a signal
transmitted from the sparse signal transmitting device, is
set as a constraint condition,

the likelihood probability satisfying the constraint condi-

tion is calculated,

constraint probabilities, in which a plurality of measure-

ment signal elements related to the target signal satisty
an appropriate condition of the constraint condition, are
calculated,

the likelihood probability is calculated by multiplying the

constraint probabilities together,
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the final posterior probability is calculated based on a prior
probability of the target signal and the likelihood prob-
ability output as a result of the mutual update procedure,
and
a signal having a highest probability value among final
posterior probabilities is determined as the target signal
in the recovering of the target signal.
7. A method for recovering a sparse signal by using a sparse
signal recovering device that recovers a target signal from a

measurement signal with a noise signal, the method compris-

ing:

exchanging probability information of target signal ele-
ments with probability information of measurement sig-
nal elements related to the target signal elements by a
predetermined number of times to update the probability
information of the target and measurement signal ele-
ments;

calculating final posterior probabilities based on the prob-
ability information of the measurement signal elements
acquired from an exchange result and prior probabilities
of the target signal elements; and

recovering the target signal through maximum a posterior
estimation in such a manner that a maximum final pos-
terior probability is obtained,

wherein, in the recovering of the target signal, a signal
recovering scheme is defined in terms of probability
based on the maximum a posterior estimation, the maxi-
mum a posterior estimation is performed by combina-
tion of a signal support set detection part and a signal
value estimation part, noise is removed from a signal
component by using prior information about the target
signal and statistical information about the noise, and the
signal support set detection part detects a support set of
the signal via a belief propagation and a Bayesian
hypothesis test.

8. The method of claim 7, further comprising:

detecting the support set of the signal based on the Baye-
sian hypothesis test by using the posterior probability;

selecting elements of a signal to be estimated based on
information about the support set detected in the signal
value estimation part;

estimating a signal value of each selected signal element by
using a minimum mean square error estimator; and

recovering a signal by combining the estimated signal
value and the information about the support set,

wherein, through Equation (a), the signal is estimated in a
unit of the signal element, which is represented as x,, in
order to recover the signal under an assumption that
elements of the target signal, which is represented as X,
are independent on each other,

the signal is recovered by making Equation (a) approxi-
mate to Equation (b),

a corresponding signal element, which is represented as x,,
is determined as being not contained in the support set,
which is represented as supp(x), so that a signal state is
detected as zero, which is represented as §,=0, and a
value of the corresponding signal is estimated as zero,
which is represented as x=0, if

Prisi=012)
Prisi=112)

the corresponding signal element is determined as being
contained in the support set, so that the signal state is
detected as 1, which is represented as §,=1, and the value
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of the corresponding signal is estimated as
X,=argmax, p(xlz,c.s=1) If

Pris;=0]2)

Pris=10 -

states of all signal elements, which satisfy i€V, are
detected,

the support set is initialized as ¢, which is represented as
supp (X)=¢, before the states of the signal elements are
started,

the state of the signal element, which is represented as s,, is
detected through Equation (c),

F=argmax, [p(xlz)]srz=Px+n Equation (a)

*=argmax, [py(x;\z)]stz=Px+n for all i€V, and Equation (b)

{3; =1, if T <y Equation (c)
5i=0, if T(H =y

forallieV

px(x; s =0)
Pris;=0]2) prx(xi | 2)dx;
Pr(si=11z2) ~ fpx(xi |si=1)
px(x;)

T() =

px(x; | 2)dx;

vE[0,1] represents one threshold value used to detect the
state of the signal element in Equation (c),

the threshold value is determined based on the information
about the priory probability information of the signal,

if the target signal has K non-zero elements and a length of
N, the threshold value is determined as

K/N

YEIZK/N

px(X;) representing the information about the prior prob-
ability and p,(x,z) representing a posterior probability
of each signal are required to calculate T(i)

the p(x,), px(X;l5,70), and p,(x,s,=1) are previously
given,

the py(x;12) is found via the belief propagation,

the support set of the signal is updated as Equation (d)
when the states of all signal elements satisfying i€V are
detected through Equation (c),

S=1—supp(®=supp@U{i}
S =0—=isupp(%) Equation (d)

signal recovering is reduced through Equation (e) by using
information about the support set of the signal obtained
in the support set detection part,

z=px+n—=>z=Dx+n, Equation (e)

in which x, represents one vector including only signal
elements contained in the support set, ®_ represents one
sub-vector of @ including only column vectors corre-
sponding to indexes of the signal elements contained in
the support set,

estimation of the x, is defined through the maximum a
posterior estimation since the signal elements are inde-
pendent on each other as shown in Equation (f),
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%, = argmax 1_[ pxilzsi=1) Equation (f)

iesupp(x)

= arg max p(x, | 2),

the minimum mean square error estimation is performed as
expressed in Equation (h) under an assumption that the
signal value of each signal element and the noise follow
normal distribution, which expressed in Equation (g), in

Equation (f),
Ficuppar- MO0 n~N0.0,7) Equation (g),
1 1 -1 Equation (h)
i = (—21 + —zofox] — o7z,
U—X U—n U—n

the supp(X), which represents the detected support set, and
the X, which represents the signal value found by an
MMSE estimator, are combined with each other to
define f:supp(X)—U, which represents a bijective map-
ping function, in which U represents an index set corre-
sponding to X =[x, ;, X, 5, - . ., X, ], and K represents a
magnitude of the support set and is expressed as
K:=lsupp(X)l, and

each element of the target signal is recovered through

Equation (1),
R {fc&f(;), if i e supp(X) Equation (i)
oo, it iesupp®

for all i ¢ V.

9. The method of claim 7, wherein, in the updating of the
probability information, a procedure, in which the probability
information of the target signal elements is updated based on
the probability information of the measurement signal ele-
ments related to the target signal elements,

the probability information of the measurement signal ele-

ments is updated based on the probability information of
the target signal elements related to the measurement
signal elements, is iterated by a predetermined number
of times,

first probability information to be transferred from a first

target signal element to a plurality of measurement sig-
nal elements related to the first target signal element is
calculated based on probability information obtained
from the measurement signal elements related to the first
target element,

second probability information to be applied to a plurality

of target signal elements related to a first measurement
signal element from the first measurement signal ele-
ment is calculated based on probability information of
the measurement signal elements related to the first mea-
surement element, and

a mutual update procedure is iterated while determining if

a number of times of exchanging the probability infor-
mation of the related target and measurement signal
elements satisfies the predetermined number of times
while exchanging the probability information of the
related target and measurement signal elements.
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10. The method of claim 9, wherein the calculating of the
first probability information to be transferred to the measure-
ment signal elements related to the first target signal element
comprises:

calculating a first value by multiplying the probability

information received from remaining measurement sig-
nal elements obtained by excluding the measurement
signal element of the first probability information to be
transferred from the measurement signal elements
related to the first target signal element;

calculating a second value by multiplying the first value by

a prior probability of the first target signal element; and
calculating the first probability information by normaliz-
ing the second value.

11. The method of claim 9, wherein the calculating of the
second probability information to be transferred to the target
signal elements related to the first measurement signal ele-
ment comprises:

calculating a first value by performing circular convolution

with respect to the probability information received
from remaining target signal elements obtained by
excluding the target signal element of the second prob-
ability information to be transferred from the measure-
ment signal elements related to the first measurement
signal element;

calculating a second value by performing circular convo-

Iution with respect to the first value and statistical infor-
mation of the measurement signal with the noise signal;
and

calculating the second probability information by normal-

izing the second value.

12. The method of claim 11, wherein the circular conven-
tion is preformed through Fast Fourier Transform.

13. The method of claim 7, wherein, in the updating of the
probability information of the target and measurement signal
elements, a relation between the target signal elements and
the measurement signal elements is determined based on a
binary measurement matrix used to compress the target signal
to the measurement signal.

14. The method of claim 7, wherein, in the calculating of
the final posterior probabilities, likelihood probabilities are
calculated by multiplying probability information of mea-
surement signal elements related to the target signal, and the
final posterior probabilities are calculated based on the like-
lihood probabilities and the prior probabilities.

15. The method of claim 9, wherein the probability infor-
mation of the target signal elements is posterior probability
information of the target signal elements, and the probability
information of the measurement signal elements is likelihood
probability information related to the posterior probabilities
of the target signal elements.

16. The method of claim 15, wherein the probability infor-
mation of the measurement signal elements includes con-
straint probabilities of the measurement signal elements sat-
isfying a constraint condition, and the constraint condition is
a relation between the target signal and a received signal
obtained by adding the noise signal to the measurement sig-
nal.

17. An apparatus for transmitting a sparse signal, which
compresses a sparse target signal and transmits the sparse
target signal, the apparatus comprising:

an input part configured to receive both a real measurement

signal transmitted by the apparatus for transmitting a
sparse signal and a noise signal including received noise
added in a wireless channel environment and quantiza-
tion noise added in a quantization step;
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a compressive sensing part configured to simultaneously
measure and compress the sparse target signal based on
a sensing matrix having a zero element and a non-zero
element and configured to generate a measurement sig-
nal; and

a transmitting part configured to transmit a compressed
signal to a sparse signal recovering device through a
transmit channel,

wherein the sparse signal recovering device configured to
receive the compressed signal, update a posterior prob-
ability using a likelihood probability, and recover the
target signal by performing a maximum a posterior esti-
mation with respect to an updated posterior probability.

18. The apparatus of claim 17, wherein the compressive
sensing part outputs a measurement signal obtained by sens-
ing and compressing the sparse target signal by using the
sensing matrix having a number of rows less than a number of
columns.

19. An apparatus for recovering a sparse signal which
recovers a target signal from a received signal, the apparatus
comprising:

an input part to receive a signal including a measurement
signal obtained by compressive-measurement the target
signal;

a probability updating part to update probability informa-
tion of the target signal elements and probability infor-
mation of the measurement signal elements by exchang-
ing the probability information of the target signal
elements with the probability information of the mea-
surement signal elements by a predetermined number of
times based on a relation between the target signal and
the measurement signal;

a maximum a posterior (MAP) estimation part to calculate
final posterior probabilities of the target signal elements
based on probability information of the measurement
signal elements that is output as an update result, and
prior probabilities of the target signal elements, and to
recover the target signal by performing maximum a pos-
terior estimation for the final posterior probabilities;

a Bayesian hypothesis test part to detect a signal support set
through a Bayesian hypothesis test by using the poste-
rior probabilities to select elements of a signal to be
estimated based on information about the detected sig-
nal support set;

a minimum mean square error estimator to estimate signal
values of the selected elements; and

a combination part to recover a signal by combining the
information about the support set and the estimated sig-
nal values,

wherein, noise is removed from a signal component by
using prior information about the target signal and sta-
tistical information about the noise.

20. The apparatus of claim 19, wherein the input part
receives a measurement signal obtained by compressive-
sensing the target signal based on a sensing matrix.

21. The apparatus of claim 19, wherein the probability
updating part comprises:

a target signal probability updating part to update the prob-
ability information of'the target signal element based on
received probability information of the measurement
signal element, and to calculate probability information
to be transferred to a measurement signal element
related to the target signal element;

a measurement signal probability updating part to update
the probability information of the measurement signal
element based on the probability information received
from the target signal probability updating part, and to
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calculate probability information to be transferred to a
target signal element related to the measurement signal
element, so that the probability information is trans-
ferred to the target signal probability updating part; and

a counting part to calculate a number of times of exchang-

ing probabilities between the target signal probability
updating part and the measurement signal probability
updating part, and to determine if the number of times of
exchanging the probabilities reaches the predetermined
number of times, so that updating for the probability
information of the target and measurement signal ele-
ments is controlled.

22. The apparatus of claim 21, wherein the probability
information of the target signal elements is posterior prob-
ability information of the target signal elements, and the
probability information of the measurement signal elements
is likelihood probability information related to posterior
probabilities of the target signal elements.

23. The apparatus of claim 19, wherein the maximum a
posterior estimation part calculates likelihood probabilities
by multiplying the probability information of the measure-
ment signal elements related to the target signal, which is
output as the update result, and the final posterior probabili-
ties are calculated based on the likelihood probabilities and
the prior probabilities.
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